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CHAPTER ______

1 AN ACT concerning

2 Consumer Protection – Online Products and Services – Children’s Data

3 FOR the purpose of requiring a business that offers an online product likely to be accessed
4 by children to complete a certain data protection impact assessment under certain
5 circumstances; prohibiting a business from offering a certain online product before
6 completing a data protection impact assessment; requiring businesses to document
7 certain risks associated with certain online products; requiring certain privacy
8 protections for certain online products; prohibiting certain data collection and
9 sharing practices; providing certain exemptions; and generally relating to the
10 protection of online privacy of children.

11 BY repealing and reenacting, with amendments,
12 Article – Commercial Law
13 Section 13–301(14)(xxxv)
14 Annotated Code of Maryland
15 (2013 Replacement Volume and 2022 Supplement)

16 BY repealing and reenacting, without amendments,
17 Article – Commercial Law
18 Section 13–301(14)(xxxvi)
19 Annotated Code of Maryland
20 (2013 Replacement Volume and 2022 Supplement)

21 BY adding to
22 Article – Commercial Law

EXPLANATION: CAPITALS INDICATE MATTER ADDED TO EXISTING LAW.
[Brackets] indicate matter deleted from existing law.
Underlining indicates amendments to bill.
Strike-out indicates matter stricken from the bill by amendment or deleted from the law by amendment.
WHEREAS, The United Nations Convention on the Rights of the Child recognizes that children need special safeguards and care in all aspects of their lives, specifying how children’s rights apply in the digital environment in General Comment No. 25; and

WHEREAS, As children spend more of their time interacting with the online world, the impact of the design of online products on their well-being has become a focus of significant concern; and

WHEREAS, There is widespread agreement at the international level, and bipartisan agreement in the United States, that more needs to be done to create a safer online space for children to learn, explore, and play; and

WHEREAS, Lawmakers around the globe have taken steps to enhance privacy protections for children based on the understanding that, in relation to data protection, greater privacy necessarily means greater security and well-being; and

WHEREAS, Children should be afforded protections not only by online products and services specifically directed at them, but by all online products they are likely to access, and thus businesses should take into account the unique needs of different age ranges, including the following developmental stages: 0 to 5 years of age, or “preliterate and early literacy”; 6 to 9 years of age, or “core primary school years”; 10 to 12 years of age, or “transition years”; 13 to 15 years of age, or “early teens”; and 16 to 17 years of age, or “approaching adulthood”; and

WHEREAS, While it is clear that the same data protection regime may not be appropriate for children of all ages, children of all ages should nonetheless be afforded privacy and protection, and online products should adopt data protection regimes appropriate for children of the ages likely to access those products; and

WHEREAS, According to the Pew Research Center, in 2022, 97% of American teenagers aged 13–17 used the Internet every day, with 46% responding they used the Internet almost constantly; and, additionally, 36% of teens reported being concerned about their social media use, while an earlier Pew Research Center study found that 59% of teens have been bullied or harassed online; and

WHEREAS, The findings of the Pew Research Center are not surprising, given what is known about controllers’ use of personal data and how it is utilized to inform manipulative practices, to which children are particularly vulnerable; and
WHEREAS, Online products that are likely to be accessed by children should offer strong privacy protections by design and by default, including by disabling features that profile children using their previous behavior, browsing history, or assumptions of their similarity to other children in order to offer them detrimental material; and

WHEREAS, Ensuring robust privacy, and thus safety, protections for children by design is consistent with federal safety laws and policies applied to children’s products, regulating everything from toys to clothing to furniture and games; and

WHEREAS, The consumer protections that federal safety laws apply to children’s products require these products to comply with certain safety standards by their very design, so that harms to children, and in some cases other consumers, are prevented; and

WHEREAS, It is the intent of the Maryland General Assembly that the Maryland Age–Appropriate Design Code Act promote innovation by businesses whose online products are likely to be accessed by children by ensuring that those online products are designed in a manner that recognizes the distinct needs of children within different age ranges; and

WHEREAS, It is the intent of the Maryland General Assembly that businesses covered by the Maryland Age–Appropriate Design Code Act may look to guidance and innovation in response to the Age–Appropriate Design Code established in the United Kingdom and California when developing online products that are likely to be accessed by children; now, therefore,

SECTION 1. BE IT ENACTED BY THE GENERAL ASSEMBLY OF MARYLAND, That the Laws of Maryland read as follows:

Article – Commercial Law

13–301.

Unfair, abusive, or deceptive trade practices include any:

(14) Violation of a provision of:

(xxxv) Section 11–210 of the Education Article; [or]

(xxxvi) Title 14, Subtitle 44 of this article; or

(XXXVII) TITLE 14, SUBTITLE 45 OF THIS ARTICLE; OR

SUBTITLE 45. MARYLAND AGE–APPROPRIATE DESIGN CODE ACT.

14–4501.
(A) In this subtitle the following words have the meanings indicated.

(B) (1) “Aggregate consumer information” means information:

   (i) That relates to a group or category of consumers;

   (ii) From which individual consumer identities have been removed; and

   (iii) That is not linked or reasonably linkable to any consumer or household, including by a device.

   (2) “Aggregate consumer information” does not include individual consumer records that have been deidentified.

(C) (1) “Biometric information” means information generated by automatic measurements of an individual’s biological characteristics.

   (2) “Biometric information” includes:

      (i) A fingerprint;

      (ii) A voiceprint;

      (iii) Eye retina or iris pattern; or

      (iv) Any other unique biological patterns or characteristics that are used to identify a specific individual.

   (3) “Biometric information” does not include:

      (i) A digital or physical photograph;

      (ii) An audio or video recording; or

      (iii) Any data generated from a digital or physical photograph, or an audio or video recording, unless the data is generated to identify a specific individual.

(D) (1) “Business” means a sole proprietorship, limited liability company, corporation, association, or other legal entity that:
(1) IS ORGANIZED OR OPERATED FOR THE PROFIT OR FINANCIAL BENEFIT OF ITS SHAREHOLDERS OR OTHER OWNERS;

(II) COLLECTS CONSUMERS’ PERSONAL INFORMATION, OR ON THE BEHALF OF WHICH ANOTHER COLLECTS CONSUMERS’ PERSONAL INFORMATION;

(III) ALONE, OR JOINTLY WITH ITS AFFILIATES OR SUBSIDIARIES, DETERMINES THE PURPOSES AND MEANS OF THE PROCESSING OF CONSUMERS’ PERSONAL INFORMATION;

(IV) DOES BUSINESS IN THE STATE; AND

(V) SATISFIES AT LEAST ONE OF THE FOLLOWING CRITERIA:

1. THE BUSINESS HAS ANNUAL GROSS REVENUES IN EXCESS OF $25,000,000, ADJUSTED EVERY ODD–NUMBERED YEAR TO REFLECT ADJUSTMENTS IN THE CONSUMER PRICE INDEX;

2. THE BUSINESS ANNUALLY BUYS, RECEIVES, SELLS, OR SHARES THE PERSONAL INFORMATION OF 50,000 OR MORE CONSUMERS, HOUSEHOLDS, OR DEVICES, ALONE OR IN COMBINATION WITH ITS AFFILIATES OR SUBSIDIARIES, AND FOR THE BUSINESS’S COMMERCIAL PURPOSES; OR

3. THE BUSINESS DERIVES AT LEAST 50% OF ITS ANNUAL REVENUES FROM THE SALE OF CONSUMERS’ PERSONAL INFORMATION.

(2) “BUSINESS” INCLUDES:

(I) AN ENTITY THAT CONTROLS OR IS CONTROLLED BY A BUSINESS AND THAT SHARES COMMON BRANDING WITH THAT BUSINESS; AND

(II) A JOINT VENTURE OR PARTNERSHIP COMPOSED OF BUSINESSES IN WHICH EACH HAS AT LEAST A 40% INTEREST IN THE JOINT VENTURE OR PARTNERSHIP.

(E) “CHILD” MEANS A CONSUMER THAT IS UNDER THE AGE OF 18 YEARS.

“COLLECT” MEANS TO ACTIVELY OR PASSIVELY BUY, RENT, GATHER, OBTAIN, RECEIVE, OR ACCESS ANY PERSONAL INFORMATION RELATING TO A CONSUMER OR OBSERVE A CONSUMER’S BEHAVIOR, BY ANY MEANS BUY, RENT, GATHER, OBTAIN, RECEIVE, OR ACCESS ANY PERSONAL INFORMATION RELATING TO A CONSUMER.
“COMMON BRANDING” means a shared name, service mark, or trademark that would cause a reasonable consumer to understand that two or more entities are commonly owned.

“CONSUMER” means an individual who is a resident of the State, however identified, including by any unique identifier.

“CONSUMER” does not include an individual acting in a commercial or employment context or as an employee, owner, director, officer, or contractor of a company, partnership, sole proprietorship, nonprofit organization, or government agency whose communications or transactions with the business occur solely within the context of that individual’s role with the company, partnership, sole proprietorship, nonprofit, or government agency.

“CONTROL” means:

(1) Ownership of or the power to vote more than 50% of the outstanding shares of any class of voting security of a business;

(2) Any manner of control over the election of a majority of the directors of a business, or individuals exercising similar functions; or

(3) The power to exercise a controlling influence over the management of a business.

“DARK PATTERN” means a user interface designed or manipulated with the substantial effect of subverting or impairing user autonomy, decision making, or choice.

“DATA PROTECTION IMPACT ASSESSMENT” or “ASSESSMENT” means a systematic survey to assess and mitigate risks to children who are reasonably likely to access the online product at issue that arise from the data management practices of the business and the provision of the online product.

“DEFAULT” means a preselected option adopted by the business for an online product.

“DEIDENTIFIED INFORMATION” means information that cannot reasonably be used to reasonably infer information about, or
OTHERWISE BE LINKED TO, A PARTICULAR AN IDENTIFIED OR IDENTIFIABLE CONSUMER, IF THE BUSINESS THAT POSSESSES THE INFORMATION:

(1) TAKES REASONABLE MEASURES TO ENSURE THAT THE INFORMATION CANNOT BE ASSOCIATED LINKED WITH A CONSUMER OR HOUSEHOLD;

(2) COMMITS IN PUBLICLY AVAILABLE TERMS AND CONDITIONS OR IN A PUBLICLY AVAILABLE PRIVACY POLICY TO:

(i) MAINTAIN AND USE THE INFORMATION IN DEIDENTIFIED FORM; AND

(ii) NOT ATTEMPT TO REIDENTIFY THE INFORMATION, EXCEPT FOR THE SOLE PURPOSE OF DETERMINING WHETHER THE BUSINESS’S DEIDENTIFICATION PROCESS SATISFIES THE REQUIREMENTS OF THIS SUBSECTION; AND

(3) CONTRACTUALLY OBLIGATES ANY RECIPIENTS OF THE INFORMATION TO COMPLY WITH ALL PROVISIONS OF THIS SUBSECTION.

(M) (N) “LIKELY TO BE ACCESSED BY CHILDREN” MEANS REASONABLY EXPECTED THAT THE ONLINE SERVICE, PRODUCT, OR FEATURE WOULD BE ACCESSED BY CHILDREN, BASED ON SATISFYING ANY OF THE FOLLOWING CRITERIA:

(1) THE ONLINE PRODUCT IS DIRECTED TO CHILDREN AS DEFINED IN THE FEDERAL CHILDREN’S ONLINE PRIVACY PROTECTION ACT;

(2) THE ONLINE PRODUCT IS DETERMINED, BASED ON COMPETENT AND RELIABLE EVIDENCE REGARDING AUDIENCE COMPOSITION, TO BE ROUTINELY ACCESSED BY A SIGNIFICANT NUMBER OF CHILDREN;

(3) THE ONLINE PRODUCT IS SUBSTANTIALLY SIMILAR OR THE SAME AS AN ONLINE PRODUCT THAT SATISFIES ITEM (2) OF THIS SUBSECTION;

(4) THE ONLINE PRODUCT FEATURES ADVERTISEMENTS MARKETED TO CHILDREN;

(5) THE ONLINE PRODUCT HAS DESIGN ELEMENTS THAT ARE KNOWN TO BE OF INTEREST TO CHILDREN, SUCH AS GAMES, CARTOONS, MUSIC, AND CELEBRITIES WHO APPEAL TO CHILDREN; OR

(6) THE BUSINESS KNOWS, BASED ON INTERNAL RESEARCH, THAT A SIGNIFICANT AMOUNT OF THE ONLINE PRODUCT’S AUDIENCE IS CHILDREN.
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(1) “ONLINE PRODUCT” means an online service, product, or feature.

(2) “ONLINE PRODUCT” does not include:

(i) A telecommunications service, as defined in 47 U.S.C. § 153; or

(ii) The delivery, sale, delivery, or use of a physical product sold by an online retailer; or

(iii) A broadband internet access service, as defined in 47 C.F.R. § 8.1(b).

(1) “PERSONAL INFORMATION” means information that identifies, relates to, describes, is reasonably capable of being associated with, or could reasonably be linked, directly or indirectly, with a particular consumer or household.

(2) “PERSONAL INFORMATION” does not include:

(i) Publicly available information or lawfully obtained, truthful information that is of public concern; or

(ii) Consumer information that is deidentified or aggregate consumer information.

“PRECISE GEOLOCATION” means any data that is:

(1) Derived from a device; and

(2) Used or intended to be used to locate a consumer within a geographic area that is less than or equal to the area of a circle with a radius of 1,850 feet.

“PROFILING” means any form of automated processing of personal information that uses personal information to evaluate or predict certain aspects relating to an individual.

(2) “PROFILING” includes analyzing or predicting aspects concerning, including an individual’s performance at work, economic situation, health, personal preferences, interests, reliability, behavior, location, or movements.
(R) (S) (1) “PUBLICLY AVAILABLE INFORMATION” MEANS INFORMATION THAT:

(I) IS LAWFULLY MADE AVAILABLE FROM FEDERAL, STATE, OR LOCAL GOVERNMENT RECORDS; OR

(II) A BUSINESS HAS A REASONABLE BASIS TO BELIEVE IS LAWFULLY MADE AVAILABLE TO THE GENERAL PUBLIC BY THE CONSUMER OR BY WIDELY DISTRIBUTED MEDIA.

(2) “PUBLICLY AVAILABLE INFORMATION” DOES NOT INCLUDE BIOMETRIC INFORMATION COLLECTED BY A BUSINESS ABOUT A CONSUMER WITHOUT THE CONSUMER’S KNOWLEDGE.

(S) (T) (1) “SELL” MEANS TO TRANSFER, RENT, RELEASE, DISCLOSE, DISSEMINATE, MAKE AVAILABLE, OR OTHERWISE COMMUNICATE, WHETHER ORALLY, IN WRITING, OR BY ELECTRONIC OR OTHER MEANS, A CONSUMER’S PERSONAL INFORMATION BY THE BUSINESS TO A THIRD PARTY FOR MONETARY OR OTHER VALUABLE CONSIDERATION.

(2) “SELL” DOES NOT INCLUDE:

(I) THE DISCLOSURE OF PERSONAL INFORMATION TO A SERVICE PROVIDER THAT PROCESSES PERSONAL INFORMATION ON BEHALF OF THE BUSINESS;

(II) THE DISCLOSURE OF PERSONAL INFORMATION TO A THIRD PARTY FOR PURPOSES OF PROVIDING A PRODUCT OR SERVICE REQUESTED BY THE CONSUMER;

(III) THE DISCLOSURE OF PERSONAL INFORMATION WHERE THE CONSUMER DIRECTS THE BUSINESS TO DISCLOSE THE PERSONAL INFORMATION OR INTENTIONALLY USES THE BUSINESS TO INTERACT WITH A THIRD PARTY; OR

(IV) THE DISCLOSURE OR TRANSFER OF PERSONAL INFORMATION TO A THIRD PARTY AS AN ASSET THAT IS PART OF AN ACTUAL OR PROPOSED MERGER, ACQUISITION, BANKRUPTCY, OR OTHER TRANSACTION, IN WHICH THE THIRD PARTY ASSUMES CONTROL OF ALL OR PART OF THE BUSINESS’S ASSETS.

(U) (1) “SENSITIVE PERSONAL INFORMATION” MEANS:

(I) PERSONAL INFORMATION THAT REVEALS A CONSUMER’S:
1. Social Security number, driver’s license number, state identification card number, or passport number;

2. Account login information, financial account number, debit card number, or credit card number, in combination with any required security or access code, password, or credentials that allow access to an account;

3. Precise geolocation;

4. Racial or ethnic origin or religious or philosophical beliefs;

5. Union membership status;

6. Mail, e-mail, text, or message contents, unless the business is the intended recipient; or

7. Genetic data;

(II) Biometric information that is or may be processed for the purpose of uniquely identifying a consumer;

(III) Personal information collected and analyzed concerning a consumer’s health; or

(IV) Personal information collected and analyzed concerning a consumer’s sex life or sexual orientation.

(2) “Sensitive personal information” does not include publicly available information.

(V) “Service provider” means a person that processes personal information on behalf of a business and that receives from or on behalf of the business, a consumer’s personal information for a business purpose in accordance with a written contract, if the contract prohibits the person from:

(1) Selling or sharing the personal information;

(2) Retaining, using, or disclosing the personal information for any purpose other than for the business purposes specified in the contract for the business, including retaining, using, or disclosing the personal information for a commercial purpose
OTHER THAN THE BUSINESS PURPOSES SPECIFIED IN THE CONTRACT WITH THE BUSINESS, OR AS OTHERWISE ALLOWED UNDER THIS SUBTITLE;

(3) RETAINING, USING, OR DISCLOSING THE PERSONAL INFORMATION OUTSIDE OF THE DIRECT BUSINESS RELATIONSHIP BETWEEN THE SERVICE PROVIDER AND THE BUSINESS; AND

(4) COMBINING THE PERSONAL INFORMATION THAT THE SERVICE PROVIDER RECEIVES FROM, OR ON BEHALF OF, THE BUSINESS WITH PERSONAL INFORMATION THAT IT RECEIVES FROM, OR ON BEHALF OF, ANOTHER PERSON OR PERSONS, OR COLLECTS FROM ITS OWN INTERACTION WITH THE CONSUMER.

(][(U)] [(W)] “SHARE” MEANS TO RENT, RELEASE, DISCLOSE, DISSEMINATE, MAKE AVAILABLE, TRANSFER, OR OTHERWISE COMMUNICATE, WHETHER ORALLY, IN WRITING, OR BY ELECTRONIC OR OTHER MEANS, A CONSUMER’S PERSONAL INFORMATION TO A THIRD PARTY FOR CROSS–CONTEXT BEHAVIORAL ADVERTISING WHETHER OR NOT FOR MONETARY OR OTHER VALUABLE CONSIDERATION, INCLUDING IN A TRANSACTION BETWEEN A BUSINESS AND A THIRD PARTY FOR CROSS–CONTEXT BEHAVIORAL TARGETED ADVERTISING FOR THE BENEFIT OF A BUSINESS IN WHICH NO MONEY IS EXCHANGED.

[(X)] [(1)] “TARGETED ADVERTISING” MEANS DISPLAYING ADVERTISEMENTS TO A CONSUMER WHERE THE ADVERTISEMENT IS SELECTED BASED ON PERSONAL INFORMATION OBTAINED OR INFERRED FROM THAT CONSUMER’S ACTIVITIES OVER TIME AND ACROSS NONAFFILIATED INTERNET WEBSITES OR ONLINE APPLICATIONS TO PREDICT THE CONSUMER’S PREFERENCES OR INTERESTS.

[(2)] “TARGETED ADVERTISING” DOES NOT INCLUDE:

[(I)] ADVERTISEMENTS BASED ON ACTIVITIES WITHIN A BUSINESS’S OWN INTERNET WEBSITES OR ONLINE APPLICATIONS;

[(II)] ADVERTISEMENTS BASED ON THE CONTEXT OF A CONSUMER’S CURRENT SEARCH QUERY, VISIT TO AN INTERNET WEBSITE OR ONLINE APPLICATION;

[(III)] ADVERTISEMENTS DIRECTED TO A CONSUMER IN RESPONSE TO THE CONSUMER’S REQUEST FOR INFORMATION OR FEEDBACK; OR

[(IV)] PROCESSING PERSONAL INFORMATION SOLELY TO MEASURE OR REPORT ADVERTISING FREQUENCY, PERFORMANCE, OR REACH.

[(])[[(Y)]] “THIRD PARTY” MEANS A PERSON WHO IS NOT:
(1) The business with which the consumer intentionally interacts and that collects personal information from the consumer as part of the consumer’s interaction with the business; or

(2) A service provider for the business.

14–4502.

This subtitle does not apply to:

(1) Protected health information that is collected by a covered entity or business association governed by the privacy security and breach notification rules in 45 C.F.R. Parts 160 and 164, established under the Federal Health Insurance Portability and Accountability Act of 1996 and the federal Health Information Technology for Economic and Clinical Health Act;

(2) A health provider or covered entity governed by the privacy security and breach notification rules in 45 C.F.R. Parts 160 and 164, established under the Federal Health Insurance Portability and Accountability Act of 1996 and the federal Health Information Technology for Economic and Clinical Health Act, to the extent that the provider or covered entity maintains patient information in the same manner as medical information or protected health information as described in item (1) of this section; or

(3) Information collected as part of a clinical trial subject to the Federal Policy for the Protection of Human Subjects, in accordance with:

(I) Good clinical practice guidelines issued by the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use; or

(II) Human subject protection requirements of the U.S. Food and Drug Administration.

14–4503.

It is the intent of the General Assembly that:
(1) Children should be afforded protections not only by online products specifically directed at them, but by all online products they are likely to access;

(2) Businesses that develop and provide online services that children are likely to access should consider the best interests of children when designing, developing, and providing those online products; and

(3) If a conflict arises between commercial interests and the best interests of children, companies that develop online products likely to be accessed by children shall give priority to the privacy, safety, and well-being of children over those commercial interests.

14–4504.

When determining whether an action is in the best interests of children, a business shall consider children’s:

(1) Privacy;

(2) Safety;

(3) Physical health; and

(4) Mental health.

14–4504. 14–4505.

(A) This section applies only to an online product that is offered to the public on or after July 1, 2024 April 1, 2025.

(B) A business that provides an online product likely to be accessed by children shall prepare a data protection impact assessment for the online product.

(C) The data protection impact assessment shall:

(1) Identify the purpose of the online product;

(2) Identify how the online product uses children’s personal information;
(3) IDENTIFY THE RISKS OF MATERIAL DETRIMENT TO CHILDREN THAT ARISE FROM THE DATA MANAGEMENT PRACTICES OF THE BUSINESS; AND

(4) ADDRESS, TO THE EXTENT APPLICABLE:

(i) WHETHER THE DESIGN OF THE ONLINE PRODUCT COULD HARM CHILDREN, INCLUDING BY EXPOSING THEM TO HARMFUL OR POTENTIALLY HARMFUL CONTENT ON THE ONLINE PRODUCT;

(ii) WHETHER ALGORITHMS USED BY THE ONLINE PRODUCT COULD RESULT IN HARM TO CHILDREN;

(iii) WHETHER THE DESIGN DATA MANAGEMENT PRACTICES OF THE ONLINE PRODUCT COULD LEAD TO CHILDREN EXPERIENCING OR BEING TARGETED BY HARMFUL, OR POTENTIALLY HARMFUL, CONTACTS ON THE ONLINE PRODUCT;

(iv) WHETHER THE DESIGN DATA MANAGEMENT PRACTICES OF THE ONLINE PRODUCT COULD ALLOW CHILDREN TO WITNESS, PARTICIPATE IN, OR BE SUBJECT TO HARMFUL OR POTENTIALLY HARMFUL CONDUCT ON THE ONLINE PRODUCT;

(v) WHETHER ALGORITHMS USED BY THE ONLINE PRODUCT COULD HARM CHILDREN;

(vi) WHETHER TARGETED ADVERTISING SYSTEMS USED BY THE ONLINE PRODUCT COULD HARM CHILDREN;

(vii) WHETHER AND HOW THE ONLINE PRODUCT USES SYSTEM DESIGN FEATURES TO INCREASE, SUSTAIN, OR EXTEND USE BY CHILDREN, INCLUDING:

1. THE AUTOMATIC PLAYING OF MEDIA;

2. REWARDS FOR TIME SPENT; AND

3. NOTIFICATIONS; AND
(VIII) (VII) Whether, how, and for what purpose the online product collects or processes sensitive personal information of children.

(D) (1) A data protection impact assessment prepared by a business for the purpose of compliance with any other law complies with this section if the assessment meets the requirements of this section.

(2) A single data protection impact assessment may contain multiple similar processing operations that present similar risks, only if each relevant online product is addressed address a set of similar processing operations that present similar risks provided no individual risks are minimized.

(E) A business shall complete a data protection impact assessment on or before June 30, 2024 April 1, 2025, for any online product offered to the public that is likely to be accessed by children before that date.

(A) A business that provides an online product likely to be accessed by children may not offer the product to the public before completing a data protection impact assessment.

(B) A business that completes a data protection impact assessment required by this section shall:

(1) Maintain documentation of the assessment for as long as the online product is likely to be accessed by children;

(2) Review each data protection impact assessment every 2 years;

(3) Document any risk of material detriment to children that arises from the data management practice of the business identified in the assessment;

(4) Create a plan to mitigate or eliminate the risk before the online product is made available to children;
(5) (I) ESTIMATE THE AGE OF CHILD USERS WITH A REASONABLE LEVEL OF CERTAINTY APPROPRIATE TO THE RISKS THAT ARISE FROM THE DATA MANAGEMENT PRACTICES OF THE BUSINESS; OR

(II) APPLY TO ALL CONSUMERS THE PRIVACY AND DATA PROTECTIONS AFFORDED TO CHILDREN;

(6) CONFIGURE ALL DEFAULT PRIVACY SETTINGS PROVIDED TO CHILDREN BY THE ONLINE PRODUCT TO OFFER A HIGH LEVEL OF PRIVACY, UNLESS THE BUSINESS CAN DEMONSTRATE A COMPELLING REASON THAT A DIFFERENT SETTING IS IN THE BEST INTEREST OF CHILDREN;

(7) PROVIDE ANY PRIVACY INFORMATION, TERMS OF SERVICE, POLICIES, AND COMMUNITY STANDARDS CONCISELY, PROMINENTLY, AND USING CLEAR LANGUAGE SUITED TO THE AGE OF CHILDREN LIKELY TO ACCESS THE ONLINE PRODUCT;

(8) PROVIDE AN OBVIOUS SIGNAL TO THE CHILD WHEN THE CHILD’S LOCATION IS BEING MONITORED OR TRACKED, IF THE ONLINE PRODUCT ALLOWS THE CHILD’S PARENT, GUARDIAN, OR ANY OTHER CONSUMER TO TRACK THE CHILD’S LOCATION;

(9) ENFORCE PUBLISHED TERMS, POLICIES, AND COMMUNITY STANDARDS ESTABLISHED BY THE BUSINESS, INCLUDING PRIVACY POLICIES, AND THOSE REGARDING CHILDREN; AND

(10) PROVIDE PROMINENT, ACCESSIBLE, AND RESPONSIVE TOOLS TO HELP CHILDREN OR THEIR PARENTS OR GUARDIANS, IF APPLICABLE, EXERCISE THEIR PRIVACY RIGHTS AND REPORT CONCERNS.

14–4506, 14–4507.

A BUSINESS THAT PROVIDES AN ONLINE PRODUCT LIKELY TO BE ACCESSED BY CHILDREN MAY NOT:

(1) USE THE PERSONAL INFORMATION OF A CHILD IN A WAY THAT THE BUSINESS KNOWS, OR HAS REASON TO KNOW, IS MATERIALLY DETRIMENTAL TO THE PHYSICAL HEALTH, MENTAL HEALTH, OR WELL–BEING OF A CHILD;

(2) PROFILE A CHILD BY DEFAULT, UNLESS:

(I) THE BUSINESS CAN DEMONSTRATE, TO THE ATTORNEY GENERAL’S SATISFACTION, THAT THE BUSINESS HAS APPROPRIATE SAFEGUARDS IN PLACE TO PROTECT CHILDREN; AND
(II) 1. **Profiling is necessary to provide the online product request, and is done only with respect to the aspects of the online product with which the child is actively and knowingly engaged; or**

2. **The business can demonstrate a compelling reason that profiling is in the best interests of children;**

(3) **Collect, sell, share, or retain any personal information that is unnecessary to provide an online product that a child is actively and knowingly engaged with, unless the business can demonstrate a compelling reason that the collection, sale, sharing, or retention of the personal information is in the best interests of children likely to access the online product;**

(4) **Use the personal information of a child end–user for any reason other than that for which the personal information was collected, unless the business can demonstrate a compelling reason that the use of the personal information is in the best interests of children likely to access the online product;**

(5) **Collect, sell, or share any precise geolocation information of children by default, unless the collection of that information is strictly necessary in order for the business to provide the online product requested, and then may only do so for the limited time that the collection of precise geolocation information is necessary to provide the online product;**

(6) **Collect any precise geolocation information of a child without providing an obvious sign to the child for the duration that the precise geolocation information is being collected;**

(7) **Use dark patterns to:**

   (i) **Lead or encourage children to provide personal information beyond what is reasonably expected to provide the online product;**

   (ii) **Circumvent privacy protections; or**

   (iii) **Take any action that the business knows, or has reason to know, is materially detrimental to the child’s physical health, mental health, or well–being; or**
(8) Use any personal information collected to estimate age or age range for any other purpose, retain the personal information longer than necessary to estimate age, or attempt age assurance in a way that is disproportionate to the risks and data practice of an online product.


(A) Within 3 business days after receiving a written request from the Attorney General Division, a business that provides an online product likely to be accessed by children shall provide to the Attorney General Division a list of all data protection impact assessments the business has completed under § 14–4504 14–4505 of this subtitle.

(B) Within 5 business days after receiving a written request from the Attorney General Division, the business shall provide to the Attorney General Division any data protection impact assessment completed under § 14–4504 of this subtitle.

(C) To the extent that any disclosure required under subsection (B) of this section includes information subject to attorney–client privilege or work product protection, the disclosure may not constitute a waiver of that privilege or protection.


(A) The Attorney General may file a civil action in a court of competent jurisdiction against a business that violates this subtitle for recovery of a civil penalty or in injunction or both. A violation of this subtitle:

(1) is an unfair, abusive, or deceptive trade practice; and

(2) except for § 13–410 of this article, is subject to the enforcement provisions contained in Title 13 of this article.

(B) A business that violates this subtitle shall be liable for a civil penalty of not more than is subject to a civil penalty not exceeding:

(1) $2,500 per affected child for each negligent violation;
(2) $7,500 per affected child for each intentional violation.

(C) In addition to a civil penalty under subsection (b) of this section, a business that violates this subtitle is subject to injunction and other appropriate relief.

(D) Civil penalties, fees, and expenses recovered under this section shall be deposited in the commissioner shall pay all fines, penalties, and expenses collected by the commissioner under this subsection into the general fund with the intent that the fines, penalties, and expenses be used to fully offset any costs incurred by the attorney general in connection with this subtitle.


(A) If a business is in substantial compliance with the requirements of §§ 14–4504 14–4505 through 14–4506 14–4507 of this subtitle, the attorney general division shall provide written notice to the business before filing an action under § 14–4508 14–4509 of this subtitle.

(B) Notice given under subsection (a) of this section shall identify the specific provisions of this subtitle that the attorney general division alleges have been or are being violated.

(C) A business may not be liable for a civil penalty for any violation for which notice is given under subsection (a) of this section if the business:

(1) Cures any violation specified in the attorney general’s division’s notice within 90 days after receiving notice under subsection (a) of this section;

(2) Provides the attorney general division with a written statement that the alleged violations have been cured; and

(3) Takes measures to prevent future violations that the attorney general division agrees to be sufficient.

14–4510. 14–4511.
Nothing in this subtitle may be interpreted to provide a private right of action under this subtitle or any other law.

14-4511.

The sharing of personal information within a joint venture or partnership is subject to the requirements of this subtitle as though the joint venture or partnership does not exist.

14-4512.

Notwithstanding any other law, a data protection impact assessment is protected as confidential and shall be exempt from public disclosure, including under the Maryland Public Information Act.

14-4513.

This subtitle may be cited as the Maryland Age-Appropriate Design Code Act.

SECTION 2. AND BE IT FURTHER ENACTED, That this Act shall take effect October 1, 2023.