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CHAPTER ______

1 AN ACT concerning
2 Consumer Protection – Online Products and Services – Data of Children
   (Maryland Kids Code)

4 FOR the purpose of requiring a covered entity that offers an online product reasonably
5 likely to be accessed by children to complete a certain data protection impact
6 assessment under certain circumstances; requiring certain privacy protections for
7 certain online products; prohibiting certain data collection and sharing practices;
8 authorizing certain monitoring practices; and generally relating to the protection of
9 online privacy of children.

10 BY repealing and reenacting, with amendments,
11 Article – Commercial Law
12 Section 13–301(14)(xl)
13 Annotated Code of Maryland
14 (2013 Replacement Volume and 2023 Supplement)

15 BY repealing and reenacting, without amendments,
16 Article – Commercial Law
17 Section 13–301(14)(xli)
18 Annotated Code of Maryland
19 (2013 Replacement Volume and 2023 Supplement)

20 BY adding to
21 Article – Commercial Law

EXPLANATION: CAPITALS INDICATE MATTER ADDED TO EXISTING LAW.
[Brackets] indicate matter deleted from existing law.
Underlining indicates amendments to bill.
Strike-out indicates matter stricken from the bill by amendment or deleted from the law by amendment.
Preamble

WHEREAS, The United Nations Convention on the Rights of the Child recognizes that children need special safeguards and care in all aspects of their lives, specifying how children’s rights apply in the digital environment in General Comment No. 25; and

WHEREAS, As children spend more of their time interacting with the online world, the impact of the design of online products on their well-being has become a focus of significant concern; and

WHEREAS, There is widespread agreement at the international level, and bipartisan agreement in the United States, that more needs to be done to create a safer online space for children to learn, explore, and play; and

WHEREAS, Lawmakers around the globe have taken steps to enhance privacy protections for children based on the understanding that, in relation to data protection, greater privacy necessarily means greater security and well-being; and

WHEREAS, Children should be afforded protections not only by online products and services specifically directed at them, but by all online products they are likely to access, and thus covered entities should take into account the unique needs of different age ranges, including the following developmental stages: 0 to 5 years of age, or “preliterate and early literacy”; 6 to 9 years of age, or “core primary school years”; 10 to 12 years of age, or “transition years”; 13 to 15 years of age, or “early teens”; and 16 to 17 years of age, or “approaching adulthood”; and

WHEREAS, While it is clear that the same data protection regime may not be appropriate for children of all ages, children of all ages should nonetheless be afforded privacy and protection, and online products should adopt data protection regimes appropriate for children of the ages likely to access those products; and

WHEREAS, According to the Pew Research Center, in 2022, 97% of American teenagers aged 13–17 used the Internet every day, with 46% responding they used the Internet almost constantly; and, additionally, 36% of teens reported being concerned about their social media use, while an earlier Pew Research Center study found that 59% of teens have been bullied or harassed online; and

WHEREAS, The findings of the Pew Research Center are not surprising, given what is known about controllers’ use of personal data and how it is utilized to inform manipulative practices, to which children are particularly vulnerable; and
WHEREAS, Online products that are likely to be accessed by children should offer strong privacy protections that, by design, prevent the use of children’s personal data to offer elements that the covered entity offering the online product knows, or has reason to know, are likely to be materially detrimental to the physical health, mental health, or well-being of children; and

WHEREAS, Ensuring robust privacy, and thus safety, protections for children by design is consistent with federal safety laws and policies applied to children’s products, regulating everything from toys to clothing to furniture and games; and

WHEREAS, The consumer protections that federal safety laws apply to children’s products require these products to comply with certain safety standards by their very design, so that harms to children, and in some cases other consumers, are prevented; and

WHEREAS, It is the intent of the Maryland General Assembly that the Maryland Age–Appropriate Design Code Act promote innovation by covered entities whose online products are likely to be accessed by children by ensuring that those online products are designed in a manner that recognizes the distinct needs of children within different age ranges; and now, therefore,

WHEREAS, It is the intent of the Maryland General Assembly that covered entities covered by the Maryland Age–Appropriate Design Code Act may look to guidance and innovation in response to the Age–Appropriate Design Code established in the United Kingdom and California when developing online products that are likely to be accessed by children; now, therefore.

SECTION 1. BE IT ENACTED BY THE GENERAL ASSEMBLY OF MARYLAND, That the Laws of Maryland read as follows:

Article – Commercial Law

13–301.

Unfair, abusive, or deceptive trade practices include any:

(14) Violation of a provision of:

(xl) Title 14, Subtitle 13 of the Public Safety Article; [or]

(xli) Title 14, Subtitle 45 of this article; or

(xlII) TITLE 14, SUBTITLE 46 OF THIS ARTICLE; OR

SUBTITLE 46. MARYLAND AGE–APPROPRIATE DESIGN CODE ACT.

14–4601.
(A) In this subtitle the following words have the meanings indicated.

(B) (1) "Aggregate consumer information" means information:

   (i) That relates to a group or category of consumers;

   (ii) From which individual consumer identities have been removed; and

   (iii) That is not linked or reasonably linkable to any consumer or household, including by a device.

(2) "Aggregate consumer information" does not include individual consumer records that have been de-identified.

(C) "Best interests of children" means a covered entity’s use of the personal data of a child or the design of an online product in a way that does not:

   (1) Benefit the covered entity to the detriment of a child; and

   (2) Result in:

       (i) Reasonably foreseeable and material physical or financial harm to a child;

       (ii) Severe and reasonably foreseeable psychological or emotional harm to a child;

       (iii) A highly offensive intrusion on a child’s reasonable expectation of privacy; or

       (iv) Discrimination against a child based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation.

(D) (1) "Biometric information data" means information data generated by automatic measurements of an individual’s biological characteristics.

(2) "Biometric information data" includes:
HOUSE BILL 603

(I) A FINGERPRINT;

(II) A VOICEPRINT;

(III) AN EYE RETINA OR IRIS PATTERN; OR

(IV) ANY OTHER UNIQUE BIOLOGICAL PATTERN OR CHARACTERISTIC THAT IS USED TO IDENTIFY A SPECIFIC INDIVIDUAL.

(3) “BIOMETRIC INFORMATION DATA” DOES NOT INCLUDE:

(I) A DIGITAL OR PHYSICAL PHOTOGRAPH;

(II) AN AUDIO OR VIDEO RECORDING; OR

(III) DATA GENERATED FROM A DIGITAL OR PHYSICAL PHOTOGRAPH, OR AN AUDIO OR VIDEO RECORDING, UNLESS THE DATA IS GENERATED TO IDENTIFY A SPECIFIC INDIVIDUAL.

(E) “CHILD” MEANS A CONSUMER WHO IS UNDER THE AGE OF 18 YEARS.

(F) (1) “COLLECT” MEANS TO BUY, RENT, GATHER, OBTAIN, RECEIVE, OR ACCESS PERSONAL DATA RELATING TO A CONSUMER.

(2) “COLLECT” INCLUDES:

(I) ACTIVELY OR PASSIVELY RECEIVING RECEIVING DATA FROM THE CONSUMER; AND

(II) OBSERVING THE CONSUMER’S BEHAVIOR.

(G) (1) “CONSUMER” MEANS AN INDIVIDUAL WHO IS A RESIDENT OF THE STATE, HOWEVER IDENTIFIED, INCLUDING BY A UNIQUE IDENTIFIER.

(2) “CONSUMER” DOES NOT INCLUDE AN INDIVIDUAL ACTING IN A COMMERCIAL OR EMPLOYMENT CONTEXT OR AS AN EMPLOYER, AN OWNER, A DIRECTOR, AN OFFICER, OR A CONTRACTOR OF A COMPANY, PARTNERSHIP, SOLE PROPRIETORSHIP, NONPROFIT ORGANIZATION, OR GOVERNMENT AGENCY GOVERNMENTAL UNIT WHOSE COMMUNICATIONS OR TRANSACTIONS WITH THE COVERED ENTITY OCCUR SOLELY WITHIN THE CONTEXT OF THAT INDIVIDUAL’S ROLE WITH THE COMPANY, PARTNERSHIP, SOLE PROPRIETORSHIP, NONPROFIT ORGANIZATION, OR GOVERNMENT AGENCY GOVERNMENTAL UNIT.
(H) (1) "Covered entity" means a sole proprietorship, a limited liability company, a corporation, an association, or any other legal entity that:

(I) is organized or operated for the profit or financial benefit of its shareholders or other owners;

(II) collects consumers’ personal information data or uses another entity to collect consumers’ personal information data on its behalf;

(III) alone, or jointly with its affiliates or subsidiaries, determines the purposes and means of the processing of consumers’ personal data;

(IV) does business in the State; and

(V) 1. has annual gross revenues in excess of $25,000,000, adjusted every odd-numbered year to reflect adjustments in the Consumer Price Index;

2. annually buys, receives, sells, or shares the personal data of 50,000 or more consumers, households, or devices, alone or in combination with its affiliates or subsidiaries, for the covered entity’s commercial purposes; or

3. derives at least 50% of its annual revenues from the sale of consumers’ personal data.

(2) "Covered entity" includes:

(I) an entity that controls or is controlled by a business and that shares a name, service mark, or trademark that would cause a reasonable consumer to understand that two or more entities are commonly owned; and

(II) a joint venture or partnership composed of businesses in which each has at least a 40% interest in the joint venture or partnership.

(I) (1) "Dark pattern" means a user interface designed or manipulated with the purpose of subverting or impairing user autonomy, decision making, or choice.
(2) “Dark pattern” includes any practice identified by the Federal Trade Commission as a dark pattern.

(j) “Data protection impact assessment” or “assessment” means a systematic survey to assess compliance with the duty to act in the best interests of children.

(k) “Default” means a preselected option adopted by the covered entity for an online product.

(l) “De-identified information” means data that cannot reasonably be used to infer information about, or otherwise be linked to, an identified or identifiable individual, if the covered entity that possesses the data:

(1) Takes reasonable measures to ensure that the data cannot be linked with an individual;

(2) Publicly commits to:

   (i) Maintain and use the data in de-identified form;

   and

   (ii) Not attempt to re-identify the information; and

(3) Contractually obligates any recipients of the information to comply with all provisions of this subsection.

(m) “Derived data” means data that are derived from other data or information, or otherwise obtained through correlations, predictions, assumptions, inferences, or conclusions drawn from facts or evidence or another source of information or data about a child or a child’s device.


(ω) (m) (1) “Online product” means an online service, product, or feature.

(2) “Online product” does not include:

   (i) A telecommunications service, as defined in 47 U.S.C. § 153;
(II) The sale, delivery, or use of a physical product sold by an online retailer; or

(III) A broadband internet access service, as defined in 47 C.F.R. § 8.1(b).

(p)(N) (1) “Personal data” means information that is linked or reasonably able to be linked, alone or in combination with other information, to an identified or identifiable individual.

(2) “Personal data” includes derived data that otherwise meets the definition in paragraph (1) of this subsection does not include:

(I) De-identified data; or

(II) Publicly available information.

(q)(O) (1) “Precise geolocation” means any data that is:

(1) Derived from a device; and

(2) Used or intended to be used to locate a consumer geographically within a radius of up to 1,850 feet information derived from technology that can precisely and accurately identify the specific location of a consumer within a radius of 1,750 feet.

(2) “Precise geolocation” includes latitude and longitude coordinates of similar precision to those produced by a global positioning system or a similar mechanism.

(3) “Precise geolocation” does not include:

(I) The content of communications;

(II) Data generated by or connected with a utility company’s advanced metering infrastructure; or

(III) Data generated by equipment used by a utility company.

(p)(R) (1) “Process” means to conduct or direct any operation that may be performed on personal data, whether or not by
AUTOMATED MEANS TO PERFORM AN OPERATION OR SET OF OPERATIONS BY
MANUAL OR AUTOMATED MEANS ON PERSONAL DATA.

(2) “PROCESS” INCLUDES:

(i) COLLECTING PERSONAL DATA;

(ii) USING PERSONAL DATA;

(iii) STORING PERSONAL DATA;

(iv) DISCLOSING PERSONAL DATA;

(v) ANALYZING PERSONAL DATA;

(vi) DELETING PERSONAL DATA;

(vii) MODIFYING PERSONAL DATA; AND

(viii) OTHERWISE HANDLING PERSONAL DATA COLLECTING,
USING, STORING, DISCLOSING, ANALYZING, DELETING, OR MODIFYING PERSONAL
DATA.

(8) (q) (1) “PROFILING” MEANS ANY FORM OF AUTOMATED
PROCESSING OF PERSONAL DATA THAT USES PERSONAL DATA TO EVALUATE,
ANALYZE, OR PREDICT CERTAIN ASPECTS RELATING TO AN INDIVIDUAL, INCLUDING
AN INDIVIDUAL’S ECONOMIC SITUATION, HEALTH, PERSONAL PREFERENCES,
INTERESTS, RELIABILITY, BEHAVIOR, LOCATION, OR MOVEMENTS.

(2) “PROFILING” DOES NOT INCLUDE THE PROCESSING OF
PERSONAL DATA THAT DOES NOT RESULT IN AN ASSESSMENT OR JUDGMENT ABOUT
AN INDIVIDUAL.

(r) (1) “PUBLICLY AVAILABLE INFORMATION” MEANS
INFORMATION THAT:

(i) IS LAWFULLY MADE AVAILABLE FROM FEDERAL, STATE, OR
LOCAL GOVERNMENT RECORDS; OR

(ii) A COVERED ENTITY HAS A REASONABLE BASIS TO BELIEVE
IS LAWFULLY MADE AVAILABLE TO THE GENERAL PUBLIC BY THE CONSUMER OR BY
WIDELY DISTRIBUTED MEDIA.
(2) “Publicly available information” does not include biometric information data collected by a covered entity about a consumer without the consumer’s knowledge.

(8) “Reasonably likely to be accessed by children” means reasonably expected it is reasonable to expect that the online product would be accessed by children, based on satisfying any of the following criteria:

(1) The online product is directed to children as defined in the federal Children’s Online Privacy Protection Act;

(2) The online product is determined, based on competent and reliable evidence regarding audience composition, to be routinely accessed by a significant number of children;

(3) The online product is substantially similar or the same as an online product that satisfies item (2) of this subsection;

(4) The online product features advertisements marketed to children;

(5) The covered entity’s internal research findings determine that a significant amount of the online product’s audience is composed of children; or

(6) The covered entity knows or should have known that a user is a child.

(T) (1) “Sell” means to transfer, rent, release, disclose, disseminate, make available, or otherwise communicate, whether orally, in writing, or by electronic or other means, a consumer’s personal data, in a transaction for monetary or other valuable consideration between a covered entity and a third party.

(2) “Sell” does not include:

(i) The disclosure of personal data to the service provider that processes personal data on behalf of the covered entity;

(ii) The disclosure of personal data to a third party for purposes of providing a product or service requested by the consumer;
(III) The disclosure or transfer of personal data to an affiliate or subsidiary of the covered entity;

(iv) The disclosure of personal data where the consumer directs the covered entity to disclose the personal data or intentionally uses the covered entity to interact with a third party; or

(v) The disclosure or transfer of personal data to a third party as an asset that is part of an actual or proposed merger, acquisition, bankruptcy, or other transaction, in which the third party assumes control of all or part of the covered entity’s assets.

(W) (1) “Sensitive personal data” means:

(i) Personal data that reveals a consumer’s:

1. Social Security number, driver’s license number, state identification card number, or passport number;

2. Account login information, financial account number, debit card number, or credit card number, in combination with any required security or access code, password, or credentials that allow access to an account;

3. Precise geolocation;

4. Racial or ethnic origin or religious or philosophical beliefs;

5. Mail, e-mail, text, or message contents, unless the covered entity is the intended recipient; or

6. Genetic data;

(ii) Biometric information that is or may be processed for the purpose of uniquely identifying a consumer;

(iii) Personal data collected and analyzed concerning a consumer’s health; or

(iv) Personal data collected and analyzed concerning a consumer’s sex life or sexual orientation.
(2) “SENSITIVE PERSONAL DATA” does not include publicly available information.

(1) “Service provider” means a person that processes personal data on behalf of a covered entity and that receives from or on behalf of the covered entity a consumer’s personal data for business purposes in accordance with a written contract, if the contract prohibits the person from:

(1) selling or sharing the personal data;

(2) retaining, using, or disclosing the personal data for any purpose other than for the business purposes specified in the contract for the covered entity, including retaining, using, or disclosing the personal data for a commercial purpose other than the business purposes specified in the contract with the covered entity, or as otherwise allowed under this subtitle;

(3) retaining, using, or disclosing the personal data outside the direct business relationship between the service provider and the covered entity; and

(4) combining the personal data that the service provider receives from, or on behalf of, the covered entity with personal data that it receives from, or on behalf of, another person or persons, or collects from its own interaction with the consumer.

(3) “Share” means to rent, release, disseminate, make available, transfer, or otherwise communicate, whether orally, in writing, or by electronic or other means, a consumer’s personal data to a third party for cross-context behavioral advertising whether or not for monetary or other valuable consideration, including in a transaction between a covered entity and a third party for targeted advertising for the benefit of a covered entity in which no money is exchanged.

(1) “Targeted advertising” means displaying advertisements to a consumer where the advertisement is selected based on personal data obtained or inferred from that consumer’s activities over time and across nonaffiliated Internet websites or online applications to predict the consumer’s preferences or interests.

(2) “Targeted advertising” does not include:
(I) Advertisements based on activities within a covered entity’s own Internet websites or online applications;

(II) Advertisements based on the context of a consumer’s current search query, visit to an Internet website, or use of an online application;

(III) Advertisements directed to a consumer in response to the consumer’s request for information or feedback; or

(IV) Processing personal data solely to measure or report advertising frequency, performance, or reach.

(AA) (W) “Third party” means a person who is not:

1. The covered entity with which the consumer intentionally interacts and that collects personal data from the consumer as part of the consumer’s interaction with the covered entity; or

2. A service provider for the covered entity.

14–4602.

This subtitle does not apply to:

(1) Data subject to a statute or regulation identified under item (i) of this item that is controlled by a covered entity or service provider that is:

(I) Required to comply with:

1. Title V of the Federal Gramm–Leach–Bliley Act;

2. The Federal Health Information Technology for Economic and Clinical Health Act; or

3. Regulations promulgated under § 264(c) of the Health Insurance Portability and Accountability Act of 1996; and

(II) In compliance with the information security requirements of applicable statutes or regulations identified in item
(1) Of this item; or Protected Health Information that is collected by a covered entity or business association governed by the privacy security and breach notification rules in 45 C.F.R. Parts 160 and 164, established under the Federal Health Insurance Portability and Accountability Act of 1996 and the Federal Health Information Technology for Economic and Clinical Health Act;

(2) A covered entity governed by the privacy security and breach notification rules in 45 C.F.R. Parts 160 and 164, established under the Federal Health Insurance Portability and Accountability Act of 1996 and the Federal Health Information Technology for Economic and Clinical Health Act, to the extent that the covered entity maintains patient information in the same manner as medical information or protected health information as described in item (1) of this section; or

(2) Information collected as part of a clinical trial subject to the Federal Policy for the Protection of Human Subjects, in accordance with:

(i) Good clinical practice guidelines issued by the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use; or

(ii) Human subject protection requirements of the U.S. Food and Drug Administration.

14–4603.

It is the intent of the General Assembly that:

(1) Children should be afforded protections not only by online products specifically directed at them, but by all online products they are reasonably likely to access;

(2) Covered entities that develop and provide online services products that children are reasonably likely to access shall ensure the best interests of children when designing, developing, and providing those online products;

(3) All covered entities that operate in the State and process children’s data in any capacity shall do so in a manner consistent with the best interests of children;
(4) If a conflict arises between commercial interests and the best interests of children, covered entities that develop online products likely to be accessed by children shall give priority to prioritize the privacy, safety, and well-being of children over those commercial interests; and:

(5) Nothing in this subtitle may be construed to infringe on the existing rights and freedoms of children require a covered entity to monitor or censor third-party content or otherwise impact the existing rights and freedoms of any person; and

(6) Nothing in this subtitle may be construed to discriminate against children on the basis of race, color, religion, national origin, disability, gender identity, sex, or sexual orientation.

14–4604.

(A) (1) Subject to paragraph (2) of this subsection, a covered entity that provides an online product reasonably likely to be accessed by children shall prepare a data protection impact assessment for the online product.

(2) On or before April 1, 2026, a covered entity shall prepare a data protection impact assessment for any online product that:

(i) Meets the criteria under paragraph (1) of this subsection;

(ii) Is offered to the public on or before April 1, 2026; and

(iii) Will continue to be offered to the public after July 1, 2026.

(B) The data protection impact assessment shall:

(1) Identify the purpose of the online product;
(2) Identify how the online product uses children’s data;

(3) Determine whether the online product is designed and offered in a manner consistent with the best interests of children reasonably likely to access the online product through consideration of:

(I) Whether the data management or processing practices of the online product could lead to children experiencing or being targeted by contacts that would result in:

1. Reasonably foreseeable and material physical or financial harm to the child children;

2. Reasonably foreseeable and extreme psychological or emotional harm to the child children;

3. A highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or

4. Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation;

(II) Whether the data management or processing practices of the online product could permit children to witness, participate in, or be subject to conduct that would result in:

1. Reasonably foreseeable and material physical or financial harm to the child children;

2. Reasonably foreseeable and extreme psychological or emotional harm to the child children;

3. A highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or

4. Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation;

(III) Whether the data management or processing practices of the online product are reasonably expected to allow
CHILDREN BECOMING PARTY TO OR EXPLOITED BY A CONTRACT THROUGH THE ONLINE PRODUCT THAT WOULD RESULT IN:

1. **Reasonably foreseeable and material physical or financial harm to the child children;**

2. **Reasonably foreseeable and extreme psychological or emotional harm to the child children;**

3. A **highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or**

4. **Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation;**

   (IV) Whether targeted advertising systems used by the online product would result in:

1. **Reasonably foreseeable and material physical or financial harm to the child;**

2. **Reasonably foreseeable and extreme psychological or emotional harm to the child;**

3. **A highly offensive intrusion on the child’s reasonable expectation of privacy; or**

4. **Discrimination against the child based on race, color, religion, national origin, disability, sex, or sexual orientation;**

(V) Whether the online product uses system design features to increase, sustain, or extend the use of the online product, including the automatic playing of media, rewards for time spent, and notifications that would result in:

1. **Reasonably foreseeable and material physical or financial harm to the child children;**

2. **Reasonably foreseeable and extreme psychological or emotional harm to the child children;**
3. A highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or

4. Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation;

   (vi) Whether, how, and for what purpose the online product collects or processes sensitive personal data of children and whether those practices would result in:

   1. Reasonably foreseeable and material physical or financial harm to the child children;

   2. Reasonably foreseeable and extreme psychological or emotional harm to the child children;

   3. A highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or

   4. Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation;

   (vii) Whether and how data collected to understand the experimental impact of the product reveals data management or design practices that would result in:

   1. Reasonably foreseeable and material physical or financial harm to the child children;

   2. Reasonably foreseeable and extreme psychological or emotional harm to the child children;

   3. A highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or

   4. Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation;

   (viii) Whether algorithms used by the online product would result in:
1. Reasonably foreseeable and material physical or financial harm to the child children;

2. Reasonably foreseeable and extreme psychological or emotional harm to the child children;

3. A highly offensive intrusion on the child’s children’s reasonable expectation of privacy; or

4. Discrimination against the child children based on race, color, religion, national origin, disability, gender identity, sex, or sexual orientation; and

(IX) (VIII) Any other factor that may indicate that the online product is designed and offered in a manner that is inconsistent with the best interests of children; and

(4) Include a description of steps that the covered entity has taken and will take to comply with the duty to act in a manner consistent with the best interests of children.

(C) (1) A data protection impact assessment prepared by a covered entity for the purpose of compliance with any other law complies with this section if the assessment meets the requirements of this section.

(2) A single data protection impact assessment may contain multiple similar processing operations that present similar risks only if each relevant online product is addressed.

14–4605.

A covered entity required to complete a data protection impact assessment under § 14–4604 of this subtitle shall:

(1) Maintain documentation of the assessment for as long as the online product is likely to be accessed by children;

(2) Review each data protection impact assessment as necessary to account for material changes to processing pertaining to the online product within 90 days of such material changes;

(3) Configure notwithstanding any other law, configure all default privacy settings provided to children by the online
PRODUCT TO OFFER A HIGH LEVEL OF PRIVACY, UNLESS THE COVERED ENTITY CAN DEMONSTRATE A COMPELLING REASON THAT A DIFFERENT SETTING IS IN THE BEST INTERESTS OF CHILDREN;

(4) PROVIDE ANY PRIVACY INFORMATION, TERMS OF SERVICE, POLICIES, AND COMMUNITY STANDARDS CONCISELY, PROMINENTLY, AND USING CLEAR LANGUAGE SUITED TO THE AGE OF CHILDREN LIKELY TO ACCESS THE ONLINE PRODUCT; AND

(5) PROVIDE PROMINENT, ACCESSIBLE, AND RESPONSIVE TOOLS TO HELP CHILDREN OR THEIR PARENTS OR GUARDIANS, IF APPLICABLE, EXERCISE THEIR PRIVACY RIGHTS AND REPORT CONCERNS.

14–4606.

(A) A COVERED ENTITY THAT PROVIDES AN ONLINE PRODUCT THAT IS ACCESSED OR REASONABLY LIKELY TO BE ACCESSED BY CHILDREN MAY NOT:

(1) PROCESS THE PERSONAL DATA OF A CHILD IN A WAY THAT IS INCONSISTENT WITH THE BEST INTERESTS OF CHILDREN REASONABLY LIKELY TO ACCESS THE ONLINE PRODUCT;

(2) PROFILE A CHILD BY DEFAULT, UNLESS:

(I) THE COVERED ENTITY CAN DEMONSTRATE THAT THE COVERED ENTITY HAS APPROPRIATE SAFEGUARDS IN PLACE TO ENSURE THAT PROFILING IS CONSISTENT WITH THE BEST INTERESTS OF CHILDREN WHO ACCESS OR ARE REASONABLY LIKELY TO ACCESS THE ONLINE PRODUCT; AND

(II) 1. PROFILING IS NECESSARY TO PROVIDE THE REQUESTED ONLINE PRODUCT, AND IS DONE ONLY WITH RESPECT TO THE ASPECTS OF THE ONLINE PRODUCT THAT THE CHILD IS ACTIVELY AND KNOWINGLY ENGAGED WITH; OR

2. THE COVERED ENTITY CAN DEMONSTRATE A COMPELLING REASON THAT PROFILING IS IN THE BEST INTERESTS OF CHILDREN;

(3) PROCESS PERSONAL DATA OF A CHILD THAT IS NOT REASONABLY NECESSARY TO PROVIDE AN ONLINE PRODUCT THAT THE CHILD IS ACTIVELY AND KNOWINGLY ENGAGED WITH;

(4) PROCESS THE PERSONAL DATA OF A CHILD END USER FOR ANY REASON OTHER THAN A REASON FOR WHICH THAT PERSONAL DATA WAS COLLECTED;
(5) Process any precise geolocation information data of a child by default, unless:

(i) The collection of the precise geolocation information data is strictly necessary for the covered entity to provide the online product; and

(ii) The precise geolocation data is processed only for the limited time that is necessary to provide the online product;

(6) Process any precise geolocation information data of a child without providing an obvious signal to the child for the duration that the precise geolocation information data is being collected;

(7) Use dark patterns to:

(i) Cause a child to provide personal data beyond what is reasonably expected to provide the online product;

(ii) Circumvent privacy protections; or

(iii) Take any action that the covered entity knows, or has reason to know, is not in the best interests of children who access or are reasonably likely to access the online product;

(8) Process any personal data for the purpose of estimating the age of a child that is actively and knowingly engaged with an online product that is not reasonably necessary to provide the online product; or

(9) Allow a child’s parent, guardian, or any other consumer to monitor the child’s online activity or track the child’s location, without providing an obvious signal to the child when the child is being monitored or tracked. Allow a person other than a child’s parent or guardian to monitor the child’s online activity without first notifying the child and the child’s parent or guardian.

(B) A covered entity that provides an online product that is accessed or reasonably likely to be accessed by children may allow a child’s parent or guardian to monitor the child’s online activity or track the child’s location, without providing an obvious signal to the child when the child is being monitored or tracked.
(C) IN MAKING A DETERMINATION AS TO WHETHER AN ONLINE PRODUCT IS
reasonably likely to be accessed by children, a covered entity may not
collect or process any personal data beyond what is reasonably
necessary to make the determination.

14–4607.

(A) WITHIN 5 BUSINESS DAYS AFTER RECEIVING A WRITTEN REQUEST FROM
the division, a covered entity that provides an online product
reasonably likely to be accessed by children shall provide to the
division a list of all data protection impact assessments the covered
entity has completed under § 14–4604 of this subtitle.

(B) (1) WITHIN 7 BUSINESS DAYS AFTER RECEIVING A WRITTEN REQUEST
from the division, a covered entity shall provide to the division any
data protection impact assessment completed under § 14–4604 of this
subtitle.

(2) The division may extend beyond 7 days the amount of
time allowed for a covered entity to produce a data protection impact
assessment.

(C) TO THE EXTENT THAT ANY DISCLOSURE REQUIRED UNDER SUBSECTION
(B) OF THIS SECTION INCLUDES INFORMATION SUBJECT TO ATTORNEY–CLIENT
PRIVILEGE OR WORK–PRODUCT PROTECTION, THE DISCLOSURE MAY NOT
CONSTITUTE A WAIVER OF THAT PRIVILEGE OR PROTECTION.

14–4608.

(A) A VIOLATION OF THIS SUBTITLE:

(1) IS AN UNFAIR, ABUSIVE, OR DECEPTIVE TRADE PRACTICE; AND

(2) EXCEPT FOR § 13–410 OF THIS ARTICLE, IS SUBJECT TO THE
ENFORCEMENT PROVISIONS CONTAINED IN TITLE 13 OF THIS ARTICLE.

(B) A COVERED ENTITY THAT VIOLATES THIS SUBTITLE IS SUBJECT TO A
CIVIL PENALTY NOT EXCEEDING:

(1) $2,500 PER AFFECTED CHILD FOR EACH NEGLIGENT VIOLATION;

AND

(2) $7,500 PER AFFECTED CHILD FOR EACH INTENTIONAL
VIOLATION.
(C) The Division shall pay all fines, penalties, and expenses collected by the Division under this subsection into the General Fund with the intent that fines, penalties, and expenses be used to fully offset any costs incurred by the Division in connection with this subtitle.

14–4609.

(A) If a covered entity is in substantial compliance with the requirements of §§ 14–4604 through 14–4606 of this subtitle, the Division shall provide written notice to the covered entity before filing an action under § 14–4608 of this subtitle.

(B) Notice given under subsection (A) of this section shall identify the specific provisions of this subtitle that the Division alleges have been or are being violated.

(C) A covered entity may not be liable for a civil penalty for a violation for which notice is given under subsection (A) of this section if the covered entity:

(1) Has completed a data protection impact assessment under § 14–4604(a)(2) of this subtitle for existing online products that are reasonably likely to be accessed by children;

(2) Has completed a data protection impact assessment under § 14–4604(a)(3) of this subtitle prior to offering to the public a new online product that is reasonably likely to be accessed by children;

(3) Cures the violation specified in the Division’s notice within 90 days after issuance of the notice under subsection (A) of this section;

(4) Provides the Division with a written statement that the alleged violation has been cured; and

(5) Takes measures to prevent any future violation that the Division agreed to be sufficient.

14–4610.

Nothing in this subtitle may be interpreted or construed to:
(1) Provide a private right of action under this subtitle or any other law;

(2) Impose liability in a manner that is inconsistent with 47 U.S.C. § 230;

(3) Prevent or preclude a child from deliberately or independently searching for or specifically requesting content; or

(4) Require a covered entity to implement an age-gating requirement.

14–4611.

Notwithstanding any other law, a data protection impact assessment is protected as confidential and shall be exempt from public disclosure, including under the Maryland Public Information Act.

14–4612.

(A) Wherever possible, law relating to consumers' personal data should be construed to harmonize with the provisions of this subtitle.

(B) In the event of a conflict between other laws and this subtitle, the provisions of the law that afford the greatest protection for the right of privacy for consumers shall control.

14–4613.

This subtitle may be cited as the Maryland Age–Appropriate Design Code Act.

Section 2. And be it further enacted, That this Act shall take effect October 1, 2024.