
 

Delegate Luke Clippinger 

Chairman, House Judiciary Committee 

House Office Building – Room 101  

Annapolis, MD 21401 

Mr. Chairman,  

I am writing in support of HB 996 and hope for a favorable report. 

HB 996 establishes that a person who intentionally designs and creates artificial intelligence 

software able to cause physical injury or death is strictly liable for damages and subject to a civil 

penalty if the technology is used to cause injury or death. Artificial intelligence (AI) is the effort 

to create technology capable of intelligent behavior and can be used to refer to everything from 

Siri to drone targeting.1 AI progress has enabled advances in translation, image generation, facial 

recognition, search engines, and more, but there are growing urgent ethical concerns with the 

widespread implementation of artificial intelligence.2 As AI systems become more advanced, 

failures to prevent harm will have even graver consequences.  

The National Highway Traffic Safety Administration has stated that the ‘self-driving’ AI 

technology in some vehicles–which can steer, accelerate, brake, and changes lanes on its own–

allows vehicles to travel above legal speed limits and through intersections in an unlawful or 

unpredictable manner. Data from last summer shows that six people died and five were seriously 

injured in nearly four-hundred accidents involving cars using driver-assistance artificial 

intelligence.3 

The bill further prohibits a person from using technology that acts independently of the person 

but is directed by artificial intelligence software to cause injury or death of another. The United 

States Army announced in 2018 that they were developing drones that would use AI to spot and 
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target vehicles and people.4 Whereas currently military drones are controlled by people, the new 

technology would make decisions with very minimal human involvement.  

A research paper through the National Library of Medicine has suggested that there is a potential 

for using artificial intelligence in healthcare.5 IBM’s Watson has received a great deal of 

attention for its applications in cancer diagnosis and treatment. Errors in diagnosis, treatment 

protocols, and imaging data have very real risks and can cause harm to patients.6 Watson is still 

in development and like other programs is not yet ready to be implemented in a healthcare 

environment.  

There is no comprehensive federal legislation on AI in the United States. The Biden-Harris 

Administration and some federal agencies have developed reports guiding the design, use, and 

deployment of AI.7 Bills on artificial intelligence were introduced in at least seventeen states in 

2022, and some were enacted in Colorado, Illinois, Vermont, and Washington.8  

There is a very real risk of artificial intelligence causing harm or injury, and there is evidence 

that software already has. HB 996 would ensure that AI has a positive, not negative, effect on 

lives. Artificial intelligence is growing at an accelerated rate, my intent is to ensure that growth is 

responsible, safe, and harmless. 

 

Respectfully,  

 

______________________________ 

Delegate David Fraser-Hidalgo 
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